
Quantum walks and orbital states of a Weyl particle

Makoto Katori,1,* Soichi Fujino,1,† and Norio Konno2,‡

1Department of Physics, Faculty of Science and Engineering, Chuo University, Kasuga, Bunkyo-ku, Tokyo 112-8551, Japan
2Department of Applied Mathematics, Yokohama National University, 79-5 Tokiwadai, Yokohama 240-8501, Japan

�Received 14 March 2005; published 14 July 2005; publisher error corrected 20 July 2005�

The time-evolution equation of a one-dimensional quantum walker is exactly mapped to the three-
dimensional Weyl equation for a zero-mass particle with spin 1/2, in which each wave number k of the
walker’s wave function is mapped to a point q�k� in the three-dimensional momentum space and q�k� makes
a planar orbit as k changes its value in �−� ,��. The integration over k providing the real-space wave function
for a quantum walker corresponds to considering an orbital state of a Weyl particle, which is defined as a
superposition �curvilinear integration� of the energy-momentum eigenstates of a free Weyl equation along the
orbit. Konno’s novel distribution function of a quantum walker’s pseudovelocities in the long-time limit is fully
controlled by the shape of the orbit and how the orbit is embedded in the three-dimensional momentum space.
The family of orbital states can be regarded as a geometrical representation of the unitary group U�2� and the
present study will propose a new group-theoretical point of view for quantum-walk problems.
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I. INTRODUCTION

Quantum random walk models �1–4� have been inten-
sively studied as fundamental models in the basic theory of
physics to discuss the relationship between deterministic
time evolution with the probability interpretation in quantum
mechanics and stochastic processes in statistical mechanics,
and in the quantum information theory to invent new algo-
rithms for quantum computers �see �5–7� for recent reviews�.
The interest in novel properties of quantum walks is now
spreading to many research fields and new applications are
being reported. For example, in probability theory a new
type of limit theorems quite different from the usual
Gaussian-type central limit theorems was proved �8–10�, and
in the solid-state physics of strongly correlated electron sys-
tems the Landau-Zener transition dynamics was related to a
quantum walk �11�. This paper presents a new aspect of
quantum walks, by showing that at each time t� �0,�� the
quantum state of a one-dimensional quantum walker is ex-
actly mapped to that of a Weyl particle �zero-mass particle
with spin 1/2�, which is obtained by a curvilinear integration
of energy-momentum eigenstates of a free Weyl equation
along a planar orbit appropriately embedded in the three-
dimensional momentum space. In a plane polar coordinate
on an orbital plane, �q ,�� ,q� �0,�� ,�� �−� ,��, the equa-
tion of orbit is given by

tan q =
�1 − �a�2

�a�
1

cos �
, �1�

where a�C with �a�� �0,1� is one of the parameters of the
unitary matrix in U�2�, which specifies the time evolution of
a quantum walker.

In order to show the fact that the quantum random walk
model can be naturally considered to be a quantum-
mechanical generalization of usual random walk models, and
also in order to clarify key points of quantum-walk prob-
lems, we first formulate the one-dimensional simple symmet-
ric random walk as a special case of the following classical
random-turn model. �Such a model is also called the corre-
lated random walk �12�.� Consider a walker at the origin of a
one-dimensional lattice Z= �. . . ,−2 ,−1 ,0 ,1 ,2 , . . . �, who is
directed to the left with probability q and to the right with
probability 1−q. The walker has a coin, which is randomly
tossed giving heads with probability p and tails with prob-
ability 1− p. He tosses the coin and, if the outcome is heads,
he changes his direction, from the left to the right or from the
right to the left, and if the outcome is tails, he does not
change his direction. In any case, then he makes a forward
step. At the new position, he tosses the coin again, does or
does not change his direction following the outcome of the
coin, and then makes a forward step. We assume that the
walker repeats such random turns and steps n times and the
probability that he arrives at the position x�Z and also that
he is directed to the left �right� after the nth step is denoted
by Pn

�1��x� �Pn
�2��x��. A simple application of the Fourier

analysis gives

	Pn
�1��x�

Pn
�2��x�


 = �
−�

� dk

2�
eikxW�k�n	 q

1 − q

 �2�

with

W�k� = 	eik 0

0 e−ik 
	1 − p p

p 1 − p

 , �3�

where i=�−1. If the coin is fair �p=1/2�, the eigenvalues
of the transition matrix W�k� are �=0 and �=cos k, and
Pn

�1��x�= Pn
�2��x�� Pn�x� /2 is independent of q �i.e., indepen-

dent of the initial direction of walker�. This symmetric case
realizes the simple symmetric random walks, since Pn�x�
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=
−�
� �dk /2��eikx cosn k= � n

�n+x�/2 � /2n. Let temporal and spa-
tial units be � and a, respectively, and set n= t /� ,x→x /a ,k
→ak. Then we consider the asymptotic of the probability
density pt�x�= Pt/��x /a� /a in the continuum limit a ,�→0. In
the so-called diffusion scaling limit �=a2→0, for
�cos ak�t/�= �1−a2k2 /2+ ¯ �t/�→e−tk2/2, we find convergence
of the probability density to

pt�x� = �
−�

� dk

2�
exp�−

t

2
k2 + ikx� =

1
�2�t

e−x2/2t,

which is called the heat kernel, since it solves the heat equa-
tion �� /�t− �1/2��2 /�x2�pt�x�=0 with the initial condition
limt→0 pt�x�=��x�. The limit of the walker’s position is in the
Gaussian distribution with mean zero and variance t, and this
convergence property of random-walk distribution is a typi-
cal example of general central limit theorems.

Now we introduce the quantum random walk model as a
quantum version of the above random-turn model. On the
left-hand side �LHS� of Eq. �2�, the two-component vector is
replaced by a two-component wave function

�n�x� = 	�n
�1��x�

�n
�2��x�


 , �4�

and on the right-hand side �RHS� of this equation, the initial
distribution of the walker’s directions � q

1−q
� is replaced by an

initial qubit � 	



� ,	 ,
�C , �	�2+ �
�2=1, and the transition-
probability matrix W�k� is replaced by a transition matrix of
probability amplitudes,

U�k� = 	eik 0

0 e−ik 
A . �5�

Here A is a 2�2 unitary matrix, which determines the be-
havior of a “quantum coin.”

In the context of quantum mechanics, the two-component
wave function �4� usually describes a quantum state of a
particle with spin 1/2, and the Hilbert space of spin opera-
tors is spanned by the Pauli matrices � j, j=1,2 ,3, and the
unit matrix I2 of size 2. In the classical random-turn model,
the direction of step is determined by the walker’s direction
that was randomly changed just before doing the step. Cor-
responding to this setting, operators which determine mo-
tions of quantum walkers should be coupled with spin opera-
tors acting on “spin states” of the walkers. In the usual three-
dimensional quantum mechanics, the momentum vector
operator p= �p1 , p2 , p3�=−i
� is the operator for the particle
motions, and the easiest coupling with spin operators is
given in the form

H�p� = � · p , �6�

where �= ��1 ,�2 ,�3�. This is known as the Hamiltonian for
free motions of a zero-mass particle with spin 1/2 like a
neutrino. The corresponding Schrödinger equation

i

�

�t
�̂t�p� = �� · p��̂t�p�

is called the Weyl equation in the three-dimensional momen-
tum space �13�, which is reduced from the Dirac equation for
four-component wave functions by setting the mass term to
zero �see, for example, Section 10.12 of �14� and Section
2-4-3 of �15��.

In the present paper, we will show that the time-evolution
equation of a quantum walker in the k space �one-
dimensional Fourier space� is exactly mapped to the Weyl
equation in the p space �three-dimensional momentum
space�. Since the quantum random walk model is defined on
a lattice Z, the wave number k should be in a finite region
�−� ,�� with periodicity k±2�=k �the Brillouin zone�. In
other words, the k space can be identified with a unit circle,
in which k describes an angular coordinate of a position on
the circle. We will show that, by our nonlinear mapping
k�p�k�= (p1�k� , p2�k� , p3�k�), this unit circle is transformed
into a planar orbit in the three-dimensional p space. The
obtained orbit is no longer a unit circle, and the radial coor-
dinate q depends on the direction on the orbital plane. If we
define the angular coordinate �� �−� ,�� by an angle from
the direction to the “perihelion” of orbit from the origin, the
equation of orbit is given by Eq. �1�. The deformation of the
unit circle, with which it is embedded in the p space, is fully
described by the Jacobian J= �dk /d��, which appears when
we consider the transformation of the integral

−�

� �dk /2��f�k� to the curvilinear integral along the orbit in
the p space. One of the main results reported in the present
paper is that Konno’s function �8,9�, which describes the
distribution of the pseudovelocities of a quantum walker in
the long-time limit n→�, is directly related with this Jaco-
bian. Moreover, it will be shown that the normal direction of
the orbital plane depends on the choice of unitary matrix A,
and from this dependence the initial qubit dependence is
completely determined.

This paper is organized as follows. In Sec. II, the precise
description of the quantum random walk models and the ba-
sic formulas for physical quantities studied in this paper are
given. Konno’s weak limit theorem is then briefly reviewed.
We rewrite U�k� by using the exponential operators with the
Pauli matrices, and then the exact map to the Weyl equation
is given in Sec. III. There the one-to-one correspondence
between the quantum-walker states in the k space, each of
which is specified by the unitary matrix A, and the orbital
states of a Weyl particle in the three-dimensional p space is
clarified. Then in Sec. IV we follow the argument by Grim-
mett et al. �10� and give a new proof of Konno’s weak limit
theorem. Concluding remarks are given in Sec. V, and the
Appendixes are used for some details of calculations.

II. THE MODEL AND KONNO’S DISTRIBUTION

A. Quantum random walk models associated with unitary
matrices

Consider a two-component wave function �4�. Following
the definition of the model given by Konno �8,9�, we have
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�n+1�x� = 	a�n
�1��x + 1� + b�n

�2��x + 1�
c�n

�1��x − 1� + d�n
�2��x − 1�


 , �7�

where A= � a b
c d

��U�2�� a set of 2�2 unitary matrices. If we
set

�̂n�k� = 	�̂n
�1��k�

�̂n
�2��k�



and assume the relations

�n
�j��x� = �

−�

� dk

2�
eikx�̂n

�j��k� ,

�̂n
�j��k� = �

x�Z
�n

�j��x�e−ikx, j = 1,2,

then Eq. �7� is rewritten in the wave-number space �k space�
of the Fourier transformation, k� �−� ,��, as

�̂n+1�k� = U�k��̂n�k�, n = 0,1,2, . . . ,

where U�k� is given by Eq. �5�.
The state at time step n is then obtained from the initial

state �̂0�k�= � 	



� ,	 ,
�C , �	�2+ �
�2=1, by

�̂n�k� = U�k�n�̂0�k� , �8�

whose Fourier transformation gives the wave function at
time step n as

�n�x� = �
−�

� dk

2�
eikx�̂n�k� = �

−�

� dk

2�
eikxU�k�n�̂0�k� .

The distribution function in real space at time step n is given
by

Pn�x� = ��n�x��2 = �n
†�x��n�x�

= �
−�

� dk�

2�
�

−�

� dk

2�
ei�k−k��x��̂0

†�k��U†�k��n�

��U�k�n�̂0�k�� . �9�

It is known that any matrix in U�2� can be parametrized as
a matrix in SU�2� times a phase factor in the form ei� ,�
� �−� /2 ,� /2�, where SU�2� denotes the set of 2�2 unitary
matrices with determinant 1. For example, the Hadamard
matrix

H =
1
�2

	1 1

1 − 1

 � U�2� �10�

is written as H=e−i�/2A with A= �1/�2�� i i
i −i

��SU�2�. Since
the phase factor ei� of U�k� is irrelevant in calculating the
distribution function �9�, without loss of generality, we can
assume that the matrix A in Eq. �5� is chosen from SU�2�. We
can see that SU�2� is generally written as

SU�2� = �A = 	 a b

− b* a* 
 ;a,b � C, �a�2 + �b�2 = 1�
= �A = 	 uei� �1 − u2ei�

− �1 − u2e−i� ue−i� 
 ;

u � �0,1�,�,� � �− �,��� . �11�

As shown by the second equality above, it is a three-
dimensional space parametrized by real variables u, �, and �
�Cayley-Klein parameters�.

B. Formulas of expectations

Let Xn denote the position of the one-dimensional quan-
tum walk at time step n=0,1 ,2 , . . . and consider a function f
of x�Z. The expectation of f�Xn� is defined by

�f�Xn�� = �
x�Z

f�x�Pn�x�

= �
x�Z

f�x��
−�

� dk�

2�
e−ik�x�̂n

†�k���
−�

� dk

2�
eikx�̂n�k� .

If f�x�=xr ,r=0,1 ,2 , . . ., it is written as

�Xn
r� = �

x�Z
�

−�

� dk�

2�
e−ik�x�̂n

†�k���
−�

� dk

2�
�	− i

d

dk

r

eikx��̂n�k� .

We note that �̂n�k� should be a periodic function of k
� �−� ,��, and then by partial integrations, we will have

�
−�

� dk

2�
�	− i

d

dk

r

eikx��̂n�k� = �
−�

� dk

2�
eikx	i

d

dk

r

�̂n�k�

and thus

�Xn
r� = �

−�

� dk

2�
�̂n

†�k�	i
d

dk

r

�̂n�k� ,

where we have used the summation formula �x�Zeixk

=2���k�. Then, if f�x� is analytic around x=0, that is, if it
has a converging Taylor expansion in the form f�x�
=� j=0

� ajx
j, we will have the formula

�f�Xn�� = �
−�

� dk

2�
�̂n

†�k�f	i
d

dk

�̂n�k� . �12�

C. Konno’s results

A fundamental requirement of the quantum mechanics is
that any time evolution of an isolated system is given by a
unitary transformation of wave function, which is necessary
to allow us to adopt the usual formula for probability distri-
bution of outcomes in observations given by using squares of
the wave function. In the present case, U�k� is unitary and
the probability that the quantum walker is observed at the
position x�Z after the nth step is given by Eq. �9�. The
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expectation of a function f of position at time step n is then
calculated as Eq. �12�.

It should be noted here that the unitarity of U�k� ensures
���=1 for any eigenvalue � of it. This fact implies that in
principle we are not able to find any convergence property of
wave function �n�x� nor of the probability Pn�x� in the long-
time limit n→� in quantum-walk problems. It presents a
striking contrast to the classical systems of random walks,
which will generally converge to diffusion particle systems
in the long-time and large-scale limit, as we have demon-
strated in Sec. I in the simple and symmetric case.

Recently, however, Konno proved that the distribution of
the pseudovelocities of the quantum walker Xn /n does con-
verge in such a weak sense that any moment of the pseudo-
velocity converges in the long-time limit n→� to a moment
of a random variable, whose distributed is given by a novel
probability density function �8,9�. That is, for any r
=0,1 ,2 , . . .,

��Xn/n�r� → �
−�

�

dyyr��y� in n → � ,

where

��y� = ��y ; �a��I�y ;a,b;	,
�1��y���a�� �13�

with

��y ; �a�� =
�1 − �a�2

��1 − y2���a�2 − y2
, �14�

I�y ;a,b;	,
� = 1 − 	�	�2 − �
�2 +
	
*ab* + 	*
a*b

�a�2 
y .

�15�

Here 1��� denotes the indicator function of a condition �;
1���=1 if � is satisfied and 1���=0 otherwise. The special
case, in which the matrix A is �proportional to� the Hadamard
matrix �10�, has been studied well with the name Hadamard
walk, since it corresponds to the p=1/2 case of the classical
random-turn model �2� with �3�. But Konno’s weak limit
theorem claims that even in this case, I�1; the limit distri-
bution depends on the initial qubit and it is not symmetric in
general. The limit distribution is very sensitive to the initial
qubit, and if and only if the initial qubit is chosen as �	�
= �
� and 	
*ab*+	*
a*b=0 for given a and b in A does the
probability density become a symmetric function
��y ; �a��1��y���a�� �see �8,9��.

III. MAP TO THE WEYL EQUATION

A. Exponential operator with Pauli matrices

Consider the Pauli matrices �1= � 0 1
1 0

�, �2= � 0 −i
i 0

�, and �3

= � 1 0
0 −1

�. For an arbitrary three-dimensional vector q
= �q1 ,q2 ,q3�, we can see that �� ·q�2=q2I2, where q= �q�.
Then

e−i�·q = �
n=0

�
1

n!
�− i� · q�n = �I2 − i� · q̂ tan q�cos q , �16�

where q̂ is a unit vector defined by q̂=q /q. By using the
well-known algebra of the Pauli matrices, we find that Eq.
�5� with A�SU�2� can be written as

U�k� = 	 uei�k+�� �1 − u2ei�k+��

− �1 − u2e−i�k+�� ue−i�k+�� 

= u cos�k + ���I2 + i	�1 − u2

u

sin�k + ��
cos�k + ��

�1

+
�1 − u2

u

cos�k + ��
cos�k + ��

�2 + tan�k + ���3
� . �17�

In order to identify U�k� with Eq. �16� by choosing the
vector q appropriately, we consider a system of equations
u cos�k+��=cos q, ��1−u2 /u��sin�k+�� / cos�k+���
=−q̂1 tan q, ��1−u2 /u��cos�k+�� / cos�k+���=−q̂2 tan q, and
tan�k+��=−q̂3 tan q. It is solved as

q�k� = arccos�u cos�k + ��� �18�

=arctan� 1

cos�k + ��
� 1

u2 − cos2�k + ��� , �19�

where we take the principal value of arccos x and choose
appropriate branches of arctan x so that q�k� is a periodic and
continuous function of k� �−� ,��, and

q̂1�k� = −
�1 − u2/u

�1/u2 − cos2�k + ��
sin�k + �� ,

q̂2�k� = −
�1 − u2/u

�1/u2 − cos2�k + ��
cos�k + �� ,

q̂3�k� = −
1

�1/u2 − cos2�k + ��
sin�k + �� . �20�

We then define a three-dimensional vector

q�k� = „q�k�q̂1�k�,q�k�q̂2�k�,q�k�q̂3�k�… . �21�

By the formula �16�, U�k� is now written as

U�k� = e−i�·q�k�. �22�

We can interpolate time steps n=0,1 ,2 , . . . to define a
continuous time t� �0,��, and we have

�̂t�k� = e−it�·q�k��̂0�k�, k � �− �,�� , �23�

which solves the Weyl equation with 
=1,

i
�

�t
�̂t�k� = H„q�k�…�̂t�k� , �24�

where the Hamiltonian is given by Eq. �6�. Equations
�18�–�21� define a map k� �−� ,���q�p space, and by
this map the time evolution equation �8� of the one-
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dimensional quantum walk is exactly transformed to the
Weyl equation �24�.

It is easy to solve the eigenvalue problem of the Hamil-
tonian �6� of a free Weyl particle with momentum p �14,15�.
The eigenvalues are �= ± p, where p= �p�. The corresponding
energy-momentum eigenfunctions are independent of the ab-
solute value of p and given as functions of p̂=p / p by

�+�p̂� = 	�+
�1��p̂�

�+
�2��p̂�


 = 	 cos��p/2�
sin��p/2�ei�p


 ,

�−�p̂� = 	�−
�1��p̂�

�−
�2��p̂�


 = 	− sin��p/2�e−i�p

cos��p/2�

 �25�

in the polar coordinate of momentum, p1
= p sin �p cos �p , p2= p sin �p sin �p, and p3= p cos �p, which
are orthonormal in the sense that

��+�p̂��2 = �+
†�p̂��+�p̂� = 1,

��−�p̂��2 = �−
†�p̂��−�p̂� = 1,

�+
†�p̂��−�p̂� = �−

†�p̂��+�p̂� = 0. �26�

Now the problem is reduced to the study of the property of
nonlinear map k�q�p space.

B. Planar orbital states in the momentum space

Since Eqs. �18�–�20� show that all the components
qj�k� , j=1,2 ,3 are periodic functions of k� �−� ,��, q�k�
gives a one-parameter orbit in the three-dimensional p space
parametrized by k� �−� ,��. Define a unit vector

ê3 = „− u cos�� − ��,u sin�� − ��,�1 − u2
… . �27�

Then we can see q�k� · ê3=0. That is,

q�k� � ê3 for all k � �− �,�� ,

which implies that the orbit is on a plane including the ori-
gin, whose normal vector is ê3. We denote this orbital plane
by ��u ,� ,��.

Since we have assumed the principal value for arccos x,
0�arccos u�� /2 for any given 0�u�1, where arccos u
=� /2 if u=0 and arccos u=0 if u=1. As explained in Ap-
pendix A, we can see that q�k�= �q�k�� takes its minimum
value qmin=arccos u when k=−� �mod 2�� and its maximum
value qmax=�−qmin when k=−�−� �mod 2��. When k
=−� /2−� and k=� /2−� �mod 2��, q�k�=� /2. Let

ê1 = „− sin�� − ��,− cos�� − ��,0… ,

ê2 = „
�1 − u2 cos�� − ��,− �1 − u2 sin�� − ��,u… , �28�

so that a set �ê1 , ê2 , ê3� makes an orthonormal basis in the p
space and the orbital plane ��u ,� ,�� is equal to the �ê1 , ê2�
plane. The unit vector ê1 is directed to the “perihelion” q�k0�
with k0=−� �mod 2�� and we define the angle � in this plane
by

cos � = q̂�k� · ê1,

where q̂�k�=q�k� /q�k�. Then we have

cos� =
��1 − u2/u�cos�k + ��
�1/u2 − cos2�k + ��

, �29�

sin � = −
�1/u�sin�k + ��

�1/u2 − cos2�k + ��
. �30�

Combining Eqs. �19� and �29�, we have the equation for the
orbit,

tan q =
�1 − u2

u

1

cos �
, �31�

in the plane polar coordinates �q ,�� ,0�q�� ,�� �−� ,��,
on the orbital plane ��u ,� ,��. We can rewrite Eqs.
�18�–�21� as the functions of q and � as

q1 = q�1 − u2 cos�� − ��sin � − q sin�� − ��cos � ,

q2 = − q�1 − u2 sin�� − ��sin � − q cos�� − ��cos � ,

q3 = qu sin � , �32�

which are the representations for the three components of q
by the plane polar coordinates �q ,�� on ��u ,� ,��.

It is interesting to see a dependence of the orbit �q�k� ;k
� �−� ,��� on the parameters u ,� ,� of unitary matrices. The
normal direction of orbital plane ê3 given by Eq. �27� is in
the z direction, when u=0, and it is tilted, as u increases from
0 to 1, to the (−cos��−�� , sin��−�� ,0) direction lying in the
�x ,y� plane. Figure 1 shows the case in which �−�=0. We
assume that arctan x takes a principal value �0�arctan x
�� /2� for x�0 and a value in �� /2 ,�� for x�0. Then Eq.
�31� gives

FIG. 1. The dependence on u of the orbital plane is demon-
strated, when �−�=0. Three cases u=0, u=1/�2 �the Hadamard
matrix�, and u=0.9 are shown.
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q = arctan��1 − u2

u

1

cos �
� .

When u=0, q�� /2, which implies that the orbit is a circle
with the radius � /2 and the center at the origin. Since
cos ��0 �cos ��0� for �� �−� /2 ,� /2� (�� �−� ,
−� /2�� �� /2 ,��), in the limit u→1, we will see that q
→0 when −� /2���� /2 and q→� when −����−� /2
and � /2����. When u� �0,1�, the orbit is a deformed
circle. Therefore, if we observe the orbit riding on the tilting
orbital plane, its shape is changing in u as shown in Fig. 2.

C. Curvilinear integration along the orbit

Now we consider the integration with respect to k on
�−� ,��, which is necessary to calculate the expectations
�12�. The above result implies that this integration corre-
sponds to the integration over �� �−� ,��, which performs
the curvilinear integration along the orbit. We write the Jaco-
bian associated with the map k→� as J= �dk /d��. By simple
calculation, we have �see Appendix A�

J =
�1 − u2

1 − u2 sin2 �
, �33�

and the relation

�
−�

� dk

2�
f�k� = �

−�

� d�

2�

�1 − u2

1 − u2 sin2 �
f„k���… �34�

is established, where k��� is determined by Eqs. �A2� and
�A3�.

Then we change the variable as

� → y, y = u sin � �35�

to have the equality

�
−�

� dk

2�
f�k� = 2�

−u

u dy

2�

1
�u2 − y2

�1 − u2

1 − y2 f„k�y�… .

That is, we arrive at the formula

�
−�

� dk

2�
f�k� = �

−u

u

dy��y ;u�f„k�y�…

with Konno’s function �14�.

IV. LIMIT THEOREM OF QUANTUM WALKS

A. Quantum walk starting from the origin

We assume that the quantum walk starts from x=0, that is,

�0�x� = ��x�		




 ⇔ �̂0�k� = 		




 ,

where 	 ,
�C with �	�2+ �
�2=1. We can express this initial

wave function �̂0�k� as a linear combination of the two
eigenfunctions �25� of the Hamiltonian H�p� with p=q�k� in
the following way:

�̂0�k� = C+�q̂�k���+�q̂�k�� + C−�q̂�k���−�q̂�k�� , �36�

where C+�p̂� and C−�p̂� are given as functions of p̂=p / �p� by
Eq. �B1� in Appendix B. Then, for n=0,1 ,2 , . . ., Eq. �23�
gives

�̂n�k� = e−iH�q�k��n�C+�q̂�k���+�q̂�k�� + C−�q̂�k���−�q̂�k���

= e−iq�k�nC+�q̂�k���+�q̂�k�� + eiq�k�nC−�q̂�k���−�q̂�k�� ,

�37�

since �±�p̂� are eigenfunctions of H�p� with the eigenvalues
�= ± p. It should be noted that the time dependence and the
initial-qubit dependence are separately controlled by the ab-
solute value of the vector q�k�, q�k�= �q�k��, and by its direc-
tion, q̂�k�, respectively.

B. Weak limit theorem

We recall the formula �12�. It is enough to consider the
case f�x�=xr, r=0,1 ,2 , . . . . Following the argument by
Grimmett et al. �10�, we find from Eq. �37�

	i
d

dk

r

�̂n�k� = 	dq�k�
dk


r

e−iq�k�nC+�q̂�k���+�q̂�k��nr

+ 	−
dq�k�

dk

r

eiq�k�nC−�q̂�k���−�q̂�k��nr

+ O�nr−1� . �38�

Insert Eqs. �37� and �38� in the formula �12�, use the ortho-
normality �26�, and take the limit n→�. Then we have �10�

FIG. 2. �Color online� The dependence on u of shape of the
orbit. Three cases u�0, u=1/�2 �the Hadamard matrix�, and u
�1 are shown.
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lim
n→�

��Xn/n�r� = �
−�

� dk

2�
��C+�q̂�k���2 + �− 1�r�C−�q̂�k���2�

�	 sin�k + ��
�1/u2 − cos2�k + ��


r

, �39�

where we used Eq. �A1�.
Now we perform the map k→�. By Eqs. �30�, �34�, and

�B2�, we have

lim
n→�

��Xn/n�2m� = �
−�

� d�

2�

�1 − u2

1 − u2 sin2 �
�u sin ��2m,

lim
n→�

��Xn/n�2m+1� = − ���	�2 − �
�2� +
�1 − u2

u
�	
*e−i��−��

+ 	*
ei��−����
� �

−�

� d�

2�

�1 − u2

1 − u2 sin2 �
�u sin ��2m+2

for m=0,1 ,2 , . . .. Then we change the variable as Eq. �35�.
The results are expressed using Eq. �14� as

lim
n→�

��Xn/n�2m� = �
−u

u

dy��y ;u�y2m,

lim
n→�

��Xn/n�2m+1� = − ���	�2 − �
�2� +
�1 − u2

u
�	
*e−i��−��

+ 	*
ei��−�����
−u

u

dy��y ;u�y2m+2. �40�

Then we have arrived at the following limit theorem, which
was first obtained by Konno �8,9�.

Theorem. Let Xn be the one-dimensional quantum walk
associated with the matrix

A = 	 a b

− b* a* 

with a ,b�C , �a�2+ �b�2=1, which starts from the state

�0�x� = ��x�		




, �	�2 + �
�2 = 1, 	,
 � C .

Then for any analytic function f�x� on Z,

�f�Xn/n�� → �
−�

�

dyf�y���y� in n → � ,

where ��y� is given by Eqs. �13�–�15�.

V. CONCLUDING REMARKS

We remark that the quantity h=� · p̂ is called the helicity.
The energy-momentum eigenfunctions �+�p� and �−�p� are
also the eigenfunctions of the helicity with the eigenvalues

+1 and −1, respectively. The difference between the behav-
iors of even moments and odd moments in Eq. �40� comes
from the fact that these two states with opposite helicity con-
tribute with the same sign to even moments and with alter-
nating signs to odd moments, respectively, as we can see in
Eq. �39�. In the quantum spin systems, the term of the form
� ·H and � ·d appear in the Hamiltonian, representing the
Zeeman interaction between a spin and an external magnetic
field H, and the spin-orbit interaction with an anisotropy vec-
tor d, respectively. We expect that these analogs with other
physical systems will be useful, when we consider many-
body systems of quantum walkers in the future.

The present one-dimensional quantum walks make a fam-
ily of models, each of which is specified by a 2�2 unitary
matrix. The corresponding family of orbital states in the
three-dimensional momentum space studied in this paper can
be regarded as a geometrical representation of the unitary
group U�2�. This point of view will provide a useful insight
into quantum-walk problems not only in solving problems
but also in setting problems themselves and in classifying
results. For example, what kind of quantum random walk
models can be associated with the unitary group SU�3�, in
which the so-called Gell-Mann’s eight matrices �see, for ex-
ample, �16�� play a similar role to the Pauli matrices in
SU�2�? In recent papers, many interesting phenomena have
been reported in a variety of quantum random walk models,
which are associated with 3�3 or larger matrices �17–19�.
Symmetry and invariance, which are sometimes hidden in a
variety of phenomena observed in quantum walks, should be
clarified using the group-theoretical investigation in the fu-
ture.
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APPENDIX A: ON THE ORBITS

Here we assume that k+�� �−� ,�� for simplicity of de-
scription. By Eq. �18�, we can see that

�i� q�k� = � − arccos u ↘
�

2
↘ arccos u

as k + � = − � ↗ −
�

2
↗ 0,

�ii� q�k� = arccos u ↗
�

2
↗ � − arccos u

as k + � = 0 ↗
�

2
↗ � ,

where x=a↗b �x=a↘b� means the variable x monotoni-
cally increases �decreases� from a to b. That is, dq�k� /dk
�0 when −��k+��0, and dq�k� /dk�0 when 0�k+�
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�−�. By this observation and the general formula
�d /dx�arccos x= �1/�1−x2, we can determine the deriva-
tive as

dq�k�
dk

=
sin�k + ��

�1/u2 − cos2�k + ��
. �A1�

Equations �18�–�20� give

q�− � − �� = qmax„sin�� − ��,cos�� − ��,0… ,

q�− �/2 − �� =
�

2
„
�1 − u2 cos�� − ��,

− �1 − u2 sin�� − ��,u… ,

q�− �� = − qmin„sin�� − ��,cos�� − ��,0… ,

q��/2 − �� =
�

2
„− �1 − u2 cos�� − ��,�1 − u2 sin�� − ��,

− u… ,

where qmin=arccos u and qmax=�−qmin.
The relations �29� and �30� imply

k + � = − � ⇔ � = − � ,

k + � = − �/2 ⇔ � = �/2,

k + � = 0 ⇔ � = 0,

k + � = �/2 ⇔ � = − �/2,

and they can be inverted as

sin�k + �� = −
��1 − u2/u�sin �

��1 − u2�/u2 + cos2 �
, �A2�

cos�k + �� =
�1/u�cos �

��1 − u2�/u2 + cos2 �
. �A3�

By differentiating both sides of Eq. �A3�, we have

− sin�k + ��dk =
d

d�
� �1/u�cos �

��1 − u2�/u2 + cos2 �
�d� .

Here we see

d

d�
� �1/u�cos �

��1 − u2�/u2 + cos2 �
� = sin�k + ��

�1 − u2

1 − u2 sin2 �
,

where we have used Eq. �A2�. Then the Jacobian J
= �dk /d�� is determined as Eq. �33�.

APPENDIX B: INITIAL STATE DEPENDENCE

Here we consider a two-component unit vector

�0 = 		




, 	,
 � C, �	�2 + �
�2 = 1.

This can be represented as a linear combination of the two
eigenfunctions of H�p�=� ·p given by Eq. �25� as

�0 = C+�p̂��+�p̂� + C−�p̂��−�p̂� ,

where

C+�p̂� = �+
†�p̂��0 = 	 cos

�p

2
+ 
 sin

�p

2
e−i�p,

C−�p̂� = �−
†�p̂��0 = − 	 sin

�p

2
ei�p + 
 cos

�p

2
�B1�

by the orthonormality �26�. By straightforward calculation,
we find

�C±�p̂��2 =
1

2
±

1

2
���	�2 − �
�2�p̂3 + 	
*�p̂1 + ip̂2�

+ 	*
�p̂1 − ip̂2�� .

Now we set p̂⇒ q̂���, which is given by Eq. �32�. Since

p̂1 ± ip̂2 ⇒ q̂1 ± iq̂2 = ��1 − u2 sin � � i cos ��e�i��−��,

the above results become

�C±�q̂�����2 =
1

2
±

1

2
���	�2 − �
�2� +

�1 − u2

u
�	
*e−i��−��

+ 	*
ei��−����u sin � �
1

2
i�	
*e−i��−��

− 	*
ei��−���cos � . �B2�
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